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Abstract. Capturing users preferences in today’s web ecosystem is es-
sential to provide engaging services. In this thesis, we propose various
ways that take user preferences into account. Skyline queries are a char-
acteristic example. However, a problem is that the result size may be too
large. To address this issue we propose techniques to diversify it, which
is an NP-Hard problem and propose efficient approximate solutions. Al-
ternatively, users describe their experiences with a product or service,
and what aspects they liked (or did not) in online reviews. Using this
information, we propose techniques to identify competitive products. We
present a formal framework for the identification of competitors, which
we evaluate extensively and demonstrated its efficiency and efficacy. Fi-
nally, users post their preferences and interests online, in social media
platforms. Social media data can be used to identify events that occur in
the physical world. However, given the domain’s particularities, straight-
forward solutions do not perform well. Therefore, we resort to affective
theories of emotion from psychology. Using these theories as a starting
point, we monitor the aggregate emotional state of large, geographical
groups of people and automatically identify abrupt changes, linking them
to the underlying events. We develop i) custom geocoding techniques, ii)
a classification framework mapping social data to emotions, iii) an online
outlier detection algorithm to identify abrupt changes, and iv) a visual
component to ease the presentation of events.

Keywords: web mining, review mining, event detection, user prefer-
ences

1 Dissertation Summary

The World Wide Web has changed dramatically over the years since its initial
inception, and is still evolving as new technologies emerge. Online services and
applications are more pervasive nowadays, allowing users to share online aspects
of their everyday lives. More importantly, users feel comfortable with doing so,
which is a major shift in their attitude regarding privacy in digital environments.
This general change in behavior has made the boundaries between the physical
and online world less transparent.
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Sharing of information takes place in various forms. The common denomi-
nator is that users express their preferences and personal opinions on various
topics, such as music, products, politics, etc. Although new technologies provide
the necessary framework(s) for the users to express themselves, novel techniques
are required to turn the available data into useful and actionable information.
Such a need translates into interesting and challenging research questions, which
we have to address, in order to provide the next generation services. For instance,
more expressive query types are needed, whereby user preferences can be taken
into account. At the same time, we should develop techniques that extract mean-
ingful and insightful information from this high-volume, user-generated content.

Skyline queries are an indicative example. These queries support multi-objec-
tive optimization and are geared towards returning items with different trade-
offs. Although easier to understand (from the user’s perspective), given that
preferences are defined on each attribute separately, the output size can become
extremely large. It would, then, be very tedious for the user to inspect all the
results manually and soem post-processing of the results is necessary.

One way to address this problem is to incorporate additional constraints in
the result selection process. For example, we can select a subset of skyline points
that meet certain criteria or that optimize a given objective function. Diver-
sifying the skyline result is one such approach, which is also highly desirable
considering that skyline queries aim to return points with trade-offs [26]. Select-
ing a subset of the skyline points has been looked into in the past, with different
goals in mind. In particular, the work in [12] proposed the selection of k sky-
line points that maximize the coverage of the space. Another approach selected
k points that best describe the skyline contour [17], which could be seen as a
diversification approach of the skyline result. However, in this thesis we demon-
strated that coverage solves a different problem from diversification. Moreover,
the technique in [17] assumes an underlying Euclidean space, which is not al-
ways the case for skyline queries. Therefore, that technique becomes unusable
in non-Euclidean spaces, in partially-ordered domains or in feature spaces with
non numerical attributes, where skyline queries are still meaningful. In addition,
the result of [17] may change depending on the weights of each feature, which
negates the axis-weighting invariance property of skyline queries. Finally, as we
demonstrated in our thesis, the subset of skyline points selected by [17] correlate
more with coverage than with diversity.

Ranking the skyline points could be another approach, giving them a degree
of importance and returning them in an ordered fashion. Ranking the skyline
has been the focus of past research [29, 6, 31]. However, these techniques face one
of two problems: i) they may return points that are not part of the skyline [31]
or ii) they return skyline points with extreme values in a single dimension [29,
6]. The latter techniques also consider an exponentially large search space, given
that they take into account all non-empty feature subspaces (at most O(2d),
where d is the number of considered dimensions). To counter these problems, we
propose to rank skyline points using a novel technique, inspired by Information
Retrieval. In particular, we adapt the well known Term Frequency-Inverse Doc-



ument Frequency (TF-IDF) scheme to the skyline domain, and propose efficient
techniques to rank skyline points accordingly [27].

User feedback can be provided in other formats as well, such as semi-structured
and free text. Online reviews fall under the second category, and has received con-
siderable attention in recent years. This increased attention is due to the impact
that reviews have in the marketability of products. In fact, surveys have shown
that users prefer products that have already been reviewed, so that they know
the item’s pros and cons, and can, therefore, make informed decisions. Through
a combination of user feedback and product specifications, we can derive a rigid
framework to analyze and compare such products.

More specifically, based on the users’ needs - as expressed in their feedback -
and the extent to which a product can cover similar needs - given by its charac-
teristics -, we can identify how competitive two products are. This is extremely
useful for both item producers (e.g., the companies), as well as item consumers
(e.g., the end users). Despite its importance, a formal framework to identify
competitive items had been largely missing until now. The recent availability of
online reviews has allowed us to test both the efficiency and efficacy of techniques
that return the top-k most competitive products, with respect to a given item of
interest [10].

Previous works on competitor identification has focused on the retrieval of
comparative expressions, such as “X is better / worse than Y ”, or “(product)
vs (product) Y ” [2, 11]. The underlying assumption is that if two products co-
occur frequently in such expressions, they are more competitive, as opposed to
products that occur less frequently. The problem with this approach is that,
oftentimes, there is a scarcity of such expressions, making our confidence in the
drawn results quite weak. Additionally, these approaches are only useful when
a product is compared as a whole, whereas users may discuss certain features
of a product in their reviews. For these reasons, in this thesis we propose a
rigid framework, utilizing both product specifications as well as user feedback at
the feature-level. Competitiveness is then measured as the degree to which two
products fulfill the same needs of groups of people with similar requirements. We
present techniques to efficiently retrieve the top-k competitors of a given item,
and evaluate our method’s efficacy using a user study. Our results demonstrate
that our techniques are very efficient, and that our model aligns well with users’
intuition of competitiveness.

Finally, despite the sharp increase in numbers of online reviews over the
years, these are nowhere near the data volume produced in social media. Pop-
ular social media platforms have extremely high user adoption, with Facebook
boasting more than 1.28 billion active users per month (as of March 31, 2014),
and Twitter - a later founded company - having more than 255 million active
users per month (as of July 2014). A driving force of these frameworks is their
networking component, with people linking to one another, as a prerequisite to
share information. Undoubtedly, social media is among the most prolific areas
for research nowadays, not only because of the user adoption, but also due to
the usefulness of the data in various diverse disciplines: computer science, psy-



chology, sociology and journalism to name a few. Moreover, there are practical
applications where the data can be used. Advertising and community detection
are typical use cases, whereas (real-time) event detection, interaction analysis,
and user behavior understanding increasingly gain attention. Making sense of
the user-genereated content in these mediums is also extremely challenging, be-
cause of the data volume and content diversity, which is as high as the underlying
population and their interests.

As a first objective, we wanted to explore the properties of data posted in
social media platforms, to better understand the kind of information we are
dealing with. Towards this direction, a major outcome of this thesis is to show
that elevated access is primarily needed for applications that rely heavily on up-
to-date information and do not only focus on popular items. Applications that
only deal with popular items, can be well served through default access [24].

The fast pace of social media platforms is a key factor in considering them
as online news reporting tools. However, mining high volumes of data to iden-
tify (newsworthy) events is far from trivial. Previous techniques have focused
on event monitoring, implying that the event is already identified or somehow
known [13]. Others simplify the problem by searching for specific keywords,
which can accurately describe the event [16]. Online clustering techniques have
also been explored [3, 30], however, they do not perform well in fast-paced medi-
ums [20]. It is easy to see that identifying events, regardless of type and without
prior knowledge of any descriptive keywords, calls for a different approach.

For this reason, we resort to psychological theories, according to which events
impact the user psychologically, and more specifically their affective state, com-
pelling them to externalize their thoughts. We argue that newsorthy events will
impact large groups of users, and by monitoring a group’s aggregate affective /
emotional state, we will be able to capture abrupt changes and trace them back
to the source, i.e., the event.

Within this research question, however, there are several other issues to re-
solve. In particular, we must identify an event’s location, so we develop custom
geocoding techniques, that convert textual information to GPS coordinates [18].
Extracting the affective state of a single user is challenging on its own, let alone
for an entire group. We solve this problem through a classification framework,
mapping social media data to a set of predefined basic emotions [19]. Capturing
abrupt changes requires a careful formulation of the problem, as well as efficient
computation techniques, due to the high volumes of real-time data we are dealing
with. We formulate this problem as an instance of online outlier detection and
propose online techniques that approximate the Probability Density Function
(PDF) of the aggregate emotional state [20]. Information visualization is also
important in that domain, to better explain an occuring event. Therefore, we
propose a User Interface that presents all of the information in an appropriate
way [21]. Such an approach also requires a great deal of system and software
engineering, and end-to-end solutions could also be used to facilitate the data
harvesting process [25, 23, 28].



2 Results and Discussion

2.1 Skyline Diversification

Let D be a d-dimensional dataset, where w.l.o.g. smaller values are preferred,
i.e., we are interested in minimizing each attribute. 1 We say that p = (p.x1,
..., p.xd) ∈ D dominates q = (q.x1, ..., q.xd) ∈ D (and write p ≺ q), when:
∀i ∈ {1, ..., d}, p.xi ≤ q.xi ∧ ∃j ∈ {1, ..., d} : p.xj < q.xj . The skyline S ⊆ D, is
composed of all points in D that are not dominated by any other point.

To overcome the limitations of a Euclidean space assumption, we propose
to use the Jaccard distance for diversity computation. Each skyline point p is
associated with the set of points that it dominates, denoted by Γ (p) = {q ∈
D|p ≺ q}. The domination score of p is the cardinality of Γ (p). The similarity
between p and q is defined as the Jaccard similarity between the sets Γ (p) and
Γ (q), i.e.,

Js(p, q) =
|Γ (p) ∩ Γ (q)|
|Γ (p) ∪ Γ (q)|

and ranges between 0 and 1. The corresponding distance measure is thus Jd(p, q) =
1− Js(p, q) and it is well known that it satisfies all metric properties. We select
the Jaccard distance as a measure of diversity because:

i) it relies solely on the dominance relations among points, therefore, no user-
defined distance function or other input is required,

ii) the quality of the resulting set of points does not depend on the skyline S
alone, but on the characteristics of D as well

iii) it leads to elegant ways of diversity computation by means of min-wise in-
dependent permutations, and

iv) it is the most widely accepted measure for set (dis)similarity.

We model k-diversity as a k-dispersion problem, which is NP-Hard [9]. In
k-dispersion, the goal is to find k objects that optimize an objective function of
their distance. The optimal solution is given by:

OPT = arg max
A⊆S
|A|=k

f(A)

There are two basic alternatives for the objective function: i) maximize the sum
of distances (k-MSDP) and ii) maximize the minimum distance (k-MMDP).
Although both alternatives are valid, we choose to work with k-MMDP because
i) it leads to 2-approximation algorithms, instead of the 4-approximation of
k-MSDP [15], and ii) it intuitively returns results of better quality.Given the
NP-Hardness of the problem, we resort to approximate solutions. In fact, the
greedy approach can be quite inefficient, due to a large number of range queries.
Therefore, we propose the use of the MinHashing technique [5], that transforms

1 We focus on numerical attributes for ease of presentation. Our approach applies to
categorical ones equally well.



the original space into a more compact one, where computations are much faster.
In particular, we develop the SkyDiver framework, which operates in two phases.

Phase 1: Fingerprinting. This phase generates a signature of reduced size
for each skyline point, based on MinHashing. Alternatively, we can use Locality
Sensitive Hashing (LSH) as a memory efficient alternative.

Phase 2: Selection. This phase is responsible for selecting the k most diverse
skyline points, and can be applied to either the MinHash or the LSH signatures.

Assume that the data set is viewed as a matrix M with n − m rows and
m columns, m = |S| and n = |D|. Each skyline point is represented by a sin-
gle column, whereas a dominated point is represented by a row. In this matrix,
M [i, j] = 1 iff the j-th skyline point dominates the i-th data point and 0 other-
wise. Let H = {h1, ..., ht} be a set of t min-wise independent hash functions,
where each hi performs a random permutation of the rows. The cardinality of H
(i.e., the number of hash functions used) determines the size of each signature.
To generate random permutations, each hash function hi ∈ H is of the form

hi(x) = ai · x+ bi mod P

where P is a prime number larger than n −m and ai, bi are randomly chosen
constants taking integer values in [1, P ]. According to [5], if Js(p, q) is the Jaccard
similarity between skyline points p and q, then for each hash function hi it holds

Prob[hi(p) = hi(q)] = Js(p, q).

Recall that each row of the matrix M is a bit-array. If M [i, j] = 1 then the
Sj ≺ Di. Each row is hashed t times, by every hi ∈ H and the signature of each
skyline point is updated accordingly. Therefore, each signature is composed of
t integer values. According to [7], if Ω(ε−3β−1 log(1/δ)) is the signature size,
where ε is the maximum allowed error (0 < ε < 1), then with probability at
least 1− δ it holds

(1− ε)Js(p, q) + εβ ≤ Ĵs(p, q) ≤ (1 + ε)Js(p, q) + εβ

where 0 < β < 1 is the required precision.
Given the signature matrix M̂ , we can select the k skyline points in the

transformed space, which is a metric space. Therefore we can use the greedy
approach on the signatures and acquire a 2-approximation solution. However,
due to distance distortions, as a result of embedding the distances in lower
dimensionality (through MinHashing), it is possible to obtain a sub-optimal
solution. The following theorem relates the true optimal solution, to the one
computed by working with MinHash signatures.

Theorem 1. Let OPT be the value of the optimal solution to the k-diversity
problem in the original space and let x, y denote the corresponding skyline points,

i.e., Jd(x, y) = OPT . Similarly, let ÔPT be the optimal value if the problem
is solved using MinHash signatures and let a, b be the corresponding skyline

points, i.e., Ĵd(a, b) = ÔPT . For a given ε and sufficiently small δ, it holds that:
Jd(a, b) ≥ 1+ε

1−εOPT −
2ε
1−ε .



2.2 Competitor Mining

Competitiveness is a challenge that every product or service provider has to face,
regardless of the application domain. A significant amount of relevant work has
demonstrated the strategic importance of identifying and monitoring an entity’s
competitors [14]. In this thesis we focus on a formal framework for competitor
identification:

Problem 1. We are given a set of items I, defined within the feature space F
of a particular domain. Then, given any pair of items I, I ′ from I we want to
define a function CF (I, I ′) that computes the competitiveness between the two
in the context of the domain.

Figure 1 provides a (simplified) overview of our approach, where we illus-
trate the competitiveness between three different items I1, I2 and I3. Each item
is mapped to the set of features that it can offer to the users. Three distinct fea-
tures are considered in this example: A,B and C. Note that, for this simple ex-
ample, we only consider binary features (i.e. available/not available). Our actual
formalization accounts for a much richer space of binary, categorical and numer-
ical features. The left side of the figure shows three groups of users (g1, g2, g3).
The example assumes that these are the only groups in existence. Users are
grouped based on their preferences with respect to the features. For example,
the users in group g2 are only interested in features A and B. As can be seen by
the figure, items I1 and I3 are not competitive to each other, since they simply
do not appeal to the same groups of users. On the other hand, I2 is in com-
petition with both I1 (for groups g1 and g2) and I3 (for g3). Finally, another
interesting observation is that I2 competes with I1 for a total of 4 users, and
with I3 for a total of 9 users. In other words, I3 is a stronger competitor for I2,
since it claims a much larger portion of I2’s market-share than I1. In our work,
we propose ways to deduce these user-groups from sources such as query logs
and customer reviews, and describe methods to estimate the size of the market

Fig. 1. Simplified example
of our competitiveness
paradigm
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share that they represent. Our work is the first to utilize the opinions expressed
in customer reviews as a resource for mining competitiveness.

In order to evaluate the competitiveness of two given items Ii, Ij in the
context of a subset of features F ′, we need to compute the number of possible
value assignments over F ′ that are satisfied by both items. Formally, we define
pairwise coverage as follows:

Definition 1. [Pairwise Coverage] Given the complete set of features F in a
domain of interest, let VF ′ be the complete space of all possible value-assignments
over the features in a subset F ′ ⊆ F . Then, the coverage cov(VF ′ , Ii, Ik) of a
pair of items Ii and Ij with respect to VF ′ is defined as the portion of VF ′ that
is covered by both items.

Considering the above definition, we observe that the coverage of each dimen-
sion (i.e. each feature F ∈ F ′) is independent of the others. Therefore, we first
compute the percentage of each dimension that is covered by the pair. We can
then optimally compute the coverage of the entire space VF ′ as the product of
the respective coverage values V{F} for every F ∈ F ′. Formally:

cov(VF ′ , Ii, Ij) =
∏

F∈F ′

cov(V{F}, Ii, Ij) (1)

This computation has a clear geometric interpretation: The portion of the space
VF ′ that is covered by a pair of items can be represented as a hyper-rectangle
in |F ′|-dimensional space. For each dimension F , cov(V{F}, Ii, Ij) gives us the
portion of the dimension that is covered by the two items. Finally, by multi-
plying the individual coverage values, we are essentially computing the volume
of the hyper-rectangle that represents the entire space VF ′ . This is graphically
portrayed in Figure 2, which shows the common coverage of two items I1, I2
(green area) in the context of a dimensional space {F1, F2}.

Definition 1 allows us to evaluate the coverage provided by a pair of items
to (the value space of) any subset of features F ′. Conceptually, F ′ captures
the fraction of the population that is interested in the features included in F ′.
Further, we define Q to be the collection of subsets with a non-zero weight.
Formally: Q = {F ′ ∈ 2F : w(F ′) > 0}. Taking the above into consideration, we
formally define the competitiveness of two items Ii, Ii as follows:

Definition 2. [Competitiveness] Given the complete set of features F of a
domain of interest, let Q be the set of all subsets of F that have a non-zero
popularity weight. Then, the competitiveness of two given items Ii and Ii is
defined as:

CF (Ii, Ij) =
∑
F ′∈Q

w(F ′)× cov(VF ′ , Ii, Ij) (2)

where cov(VF ′ , Ii, Ij) is the portion of VF ′ that is covered by both Ii and Ij.

Given this definition of competitiveness, we study the natural problem of
finding the top-k competitors of a given item I∗:



Problem 2. We are given a set of items I, defined within the feature space F of
a domain. Then, given a single item I ∈ I, we want to identify the k items from
I \ {I}, that maximize the pairwise competitiveness with I:

I∗ = argmax
I′∈I\{I}

CF (I, I ′) (3)

Instead of finding the top-k competitors using a naive solution that iterates
over all items, computes their competitiveness with respect to I∗ and finally or-
ders them, we develop a more efficient technique, namely CMiner. Our algorithm
makes use of an indexing scheme, called the Dominance Pyramid, which is built
based on the dominance property of items, as discussed in the skyline section.
It also applies very efficient pruning on the search space, by bounding the score
of candidate points. Building upon a result from [4], in this thesis, we show that
the algorithmic complexity of our technique is O( |I| * |Q| * k2 ), where Q is
the set of feature subsets with non-zero weights 2.

2.3 Event Detection

Our objective with social media data 3 can be summarized as follows:

Problem 3. [Event Detection] Given a time ordered stream of tweets, identify
those posts which i) alter significantly and abruptly the emotional state of a
(potentially) large group of users, and ii) can be traced back to event e.

Event Extraction Workflow The problem we described fits nicely with an
outlier detection definition. Figure 3 shows a schematic overview of our system 4

2 This is to retrieve the top-k competitors of every item in the dataset
3 We focus on Twitter, http://twitter.com
4 Storage image by Barry Mieny, under CC BY-NC-SA license.

Fig. 3. Schematic interaction of our system’s components



used to identify events. The Twitter stream is our input, feeding two components,
namely the emotions classifier and the location extraction subsystem. Through
a custom geocoding component [18], each incoming tweet is mapped to a GPS
location, which will also be the location of the event (assuming one occurs).

We classify tweets to 6 basic emotions, proposed by American psychologist
Paul Ekman [8]: anger, fear, disgust, happiness, sadness, surprise, plus a neutral
one (none), to describe the absence of an emotion. Tweets with non-neutral emo-
tions are further processed by virtual sensors, one per location and per emotion.
Virtual sensors count how many tweets they have received during the last aggre-
gation interval a (system parameter). These values form the aggregate emotional
state, which are fed to the event detection mechanism. By operating over the
w most recent values, the event detection module approximates their distribu-
tion using non-parametric models (kernel estimators in particular), estimating
the Probability Density Function (PDF). The same models are used for event
detection, identifying tuples which are outside of the norm over the most recent
history of tuples, given by the combination of (a, w) parameters.

The Temporal Nature of Twitter Discussions Using a large crawl of Twit-
ter data (2 month period), we evaluated the behavior of the medium and our
event extraction approach. In particular, we computed the number of times a
“trigger” was raised (which corresponds to an individual event in our case). Fig-
ure 4 shows the number of times our approach raised an event as a function of
the history it maintains, when aggregating emotions over the past 1 minute and
monitoring the entire stream at once (we use only one sensor).

Interestingly, a bigger sample size results in more triggers. This is due to
maintaining outdated information compared to the fast pace of the medium.
Increasing the history length results in fewer triggers (Figure 4(b)), because new
points can be matched against more sampled data, and are less likely to be
flagged as outliers. On the other hand, Figure 4(a) leads to a very interesting
observation. Using a 50% sample, there is a dramatic drop in the number of
triggers, when we increase the window size from 10 to 15; from that point, until
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a window size of 30, triggering events increases slightly, and begins decreasing
from that point on. This means that for 1 minute aggregations, there are rapid
changes in the observed emotions; therefore a window of 10 points may be too
narrow, to maintain a representative ”history”. On the other hand, a window
between 15 – 30 minutes seems like a better choice. This result correlates very
well with the real time nature of the medium, where people tend to speak and
respond very quickly to their tweets. It also means that events that are present
in our data create some momentum over a mid-size period (∼30minutes), and
then dissipate.

3 Conclusions

In this thesis, we considered various scenarios where user preferences can be taken
into account, in order to improve the quality of a provided service. In particular,
we focused on different use cases, where user preferences play a vital role, namely:
i) skyline queries, ii) review mining and competitor identification, and iii) social
media. The problems that arise in each of these domains are unique, and we
proposed techniques to efficiently solve them, while providing quality guarantees
on our solutions. Our analysis also revealed some interesting properties for the
social media domain. Finally, we effectively modeled competitors in a formal
framework. User preferences and feedback may come in different forms, such as
mouse movements [1], or interaction with online content [22].
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